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Motivations

• As global warming continues to escalate, 
we’re witnessing a significant rise in the 
frequency and severity of disasters and 
extremes.

Source: NOAA National Centers for Environmental Information (NCEI)



Motivations

• It is vital that emergency 
responders receive timely 
information about 
location and extent of 
damage, particularly in 
the aftermath of 
earthquakes.



DIP Analysis Methods

• Pixel-based approaches rely on the 
spectral characteristics of surface 
features of images
• Limited in classifying “mixed” pixels

 

• Object-based methods operate on 
homogeneous and spatially 
contiguous groups of pixels
• Challenges remain



Proposed Deep-Learning Method



Convolutional Neural Network (CNN)

• It is a subclass of Artificial Neural 
Network (ANN)

• CNNs were specifically designed for 
computer vision and image 
classification tasks

• CNNs automatically detect important 
image features without human 
supervision

• Significant amounts of training data are 
necessary



ResNet-152 Architecture

• Residual Network (ResNet) is one of 
the promising convolutional 
backbones. 

• ResNet can have a very deep network 
of up to152 layers by learning the 
residual representation functions 
instead of learning the signal 
representation directly.



Transfer Learning

• Training deep models from scratch 
typically requires a dataset of 
sufficient size and training time 
(weeks or months).

• The ResNet152 model used in our 
work was pretrained on 1.2 million 
images from the ImageNet 
database.

• These learned features are then 
transferred to a second target 
network to be trained on the target 
dataset and task.



Study Area

• Port-au-Prince, Haiti after the magnitude 7.0 earthquake of 
January 12, 2010.

• WorldView-2 (WV2) satellite imagery with a spatial resolution of 
1.84 meters on January 15, 2010.

• 4 mosaicked images with 3-bands each, RGB spectrum.

• Ground truth data was collected from the products in support of 
the Post Disaster Needs Assessment and Recovery Framework 
(PDNA), produced jointly by the United Nations and World Bank



Sample Datasets

• Building footprints were extracted 
and manually labeled as 
“Damage” or “No Damage.”

• Sample set:
• 322 training samples
• 46 validation samples
• 93 testing samples

• These areas were chosen 
because:
• Detailed building information is 

publicly available.
• Buildings in these areas are 

representative in terms of density, 
size, and structure.

Orange – training, Yellow – validation, 
Red – testing A, Blue – testing B



Sample Datasets

• The ResNet152 model was 
fine-tuned with the 322 
training samples first (original).

• A second experiment used the 
augmented training samples 
(training+), increasing the 
sample size to 1,610.

• Both experiments used zero 
padded training images.



Training Results

• The DA model is the optimal 
model for several reasons:
• Training time for 1,610 samples

• 20 epochs = 7.27 minutes

• 34 epochs = 12.48 minutes

• 50 epochs = 18.37 minutes

• Training and Validation loss were 
closest at 20 epochs while taking 
into consideration low validation 
loss.

• Early stopping will not only prevent 
overfitting but will also allow for 
better generalization.



Confusion Matrix & Results

• TP – True Positive

• TN – True Negative

• FP – False Positive

• FN – False Negative

• Positive refers to the “Damage” 
classification

• Negative refers to the “No Damage” 
classification
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Results – Comparison of DA vs. Original



Conclusions and Future Work

• Transfer learning is an effective 
technique in CNN model development 
for custom applications

• Data Augmentation (DA) is effective in 
further boosting CNN performance and 
prevents over-fitting.

• Future work will integrate the building 
detection ML models to automatically 
extract building footprint
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